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Introduction

d

d

Wireless Networking - refers to any
kind of networking that does not
involve cables

Wireless telecommunications networks
are implemented and administered
using a transmission system called
radio waves

Implementation takes place at the
physical level (layer) of the network
structure

It is a computer network that uses
wireless data connections
between network nodes

Wired Networking




Note: Before starting Ad hoc, You should know Basic Idea about wireless networks, Wireless Networks?, Types of
Wireless Networks, How the networks communicating, What type of communication they can be established....
(Without knowing the basic things you can not able to understand Ad Hoc

Two type of Wireless Networks

_ O

S
Single and Multi Hop

Eg: WiFi Eg: GSM Eg: Bluetooth Eg: Ad Hoc




Infrastructure Wireless N/W
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Infrastructure Wireless Network

(dNetwork infrastructure is the hardware and software resources of an
entire network

 That enable network connectivity, communication, operations and management
of an enterprise network. It provides the communication path and services
between users, processes, applications, services and external networks/the
internet. Connected to the wired LAN

(A The Wireless Access point used to extend the Coverage area of LAN network and to
connect wirelessly

dComputers both in wired and wireless environment can connect with each other



Infrastructure Less Wire Less Network

Mobile Ad Hoc

*No Router required o . Simple Ea: Multi H
*No Additional component is T & _ Imple Eg: Viult Hop

(Infrastructure ) required
=Just enable Bluetooth, make a connection
and file transfer is made

=Single hop, No any intermediate is required S



Wireless Network
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Electromagnetic Spectrum and Its allocation — May 2018

8 Dpomribe alood the dleduemdmnils spibiom wabits Seneaner hvede with
it e i

Wireless communication is based on the principle of broadcast and reception of
electromagnetic waves. These waves can be characterized by their frequency (f) or their
wavelength (A).

Frequency is the number of cycles (oscillations) per second of the wave and is measured
in Hertz (Hz) wavelength is the distance between two consecutive maxima or minima in
the wave.

The speed of propagation of these waves (c) varies from medium to medium,

C=A*f
where c is the speed of light (3 x 108m/s), f is the frequency of the wave in Hz, and A is
its wavelength in meters.
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A pictographic view of the electromagnetic spectrum is given in Figure 1
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Figure 1.1. The electromagnetic spectrum
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Table 1.1 shows the various frequency bands in the electromagnetic specirum as
Telecommunications Lnion (ITTLN.

Band Name Freqguency Wavelength Applications
Extremely Low S0 e SO e LOR,CMMY tex 1 0D o Porarerline
Frequency (ELFEF) frequencies

Voice SOHY to 3,000 He 1 0HHY to 104 K Telephone

Freguency (W)

ooartninications

Wery Lo 3 to 30 IKH= LRy te 1O Boan Marine
Freguency {VLE) commnnications
Lowar 30ty SO0 K= 10 to 1 Km Marine
Freqguency {LE) caoar i icat ions
Mledlivmm J00 o SBAHHY K IH= LMY tex LOMD 1nn™ AT
Freguency {ME) broadeasting
High 3 to 30 MW H= LMy tax 160 1 Long-distance
Frequency (HFE) aircraft /ship
o ieat ions
Wery High S0 by 3IM)Y MW= LOb tax 1 mna Fhd
Freqguency (VHE) broadeasting
Ultra High SO0 o 3,000 MH= 100 to 10 cm Cellular
Freguency [(LUTHE telephione
Super High 3 to 30 GH= 10 tor 1 can Satellite

Freguency (SHE)

COMTEL R Rt s

microwave links

Extremely High S0 o SO GHz LY fop 1 mnaemn Wireless
Frequency (EHF) lacal loop
Infrared 300 GHz to 400 TH= 1 mm to 770 nm Consumer
electronics

Visible Light

40} THz to 900 TH=z

TN mam to 3300 nmn

Optical
oo ications

* Throwushout this boask. the unit wn refers Lo meter{sl.

defined by the International



Radio Propagation Mechanism (Multipath) —nov 2016, May 2017. May2018, May2019

Propagation Mechanism
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RADIO PROPAGATION MECHANISMS

Radio waves generally experience the following three propagation mechanisms:
 Reflection:

When the propagating radio wave hits an object which is very large compared to its wavelength
(such as the surface of the Earth, or tall buildings), the wave gets reflected by that object. Reflection causes
a phase shift of 180 degrees between the incident and the reflected rays.

e Diffraction:

This propagation effect is undergone by a wave when it hits an impenetrable object. The wave bends
at the edges of the object, thereby propagating in different directions. This phenomenon is termed as
diffraction. The dimensions of the object causing diffraction are comparable to the wavelength of the wave
being diffracted. The bending causes the wave to reach places behind the object which generally cannot be
reached by the line-of-sight transmission. The amount of diffraction is frequency-dependent, with the lower
frequency waves diffracting more.

e Scattering:

When the wave travels through a medium, which contains many objects with dimensions small when
compared to its wavelength, scattering occurs. The wave gets scattered into several weaker outgoing
signals. In practice, objects such as street signs, lamp posts, and foliage cause scattering.
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CHARACTERISTICS OF THE WIRELESS CHANNEL- may 2017, Nov 2018,May 2018, May 2019

iy gl ahut e darsioritlio o tho el dwmel, o
=Path Loss
*Fading
*Interference
=Doppler Shift

»Transmission Rate Constraints
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Path Loss
| Path o an L X[ ed as the ratj HOW o ) itted signal to
the power of the same signal received by the receiver, on a given path. It is a function of the

propagation distance.

Path loss is dependent on a number of factors such as the radio frequency used and the nature of the terrain.
Since several of these factors (in particular, the terrain) cannot be the same everywhere, a single
model may not be enough.

So, several models are required to describe the variety of transmission environments.

1.Free Space Propagation Model

in which there is a direct-path signal between the
transmitter and the receiver, with no atmospheric
attenuation or multipath components.

2.Two Ray Model

The signal reaches the receiver through two paths, one a
line-of sight path, and the other the path

£ through which the reflected (or refracted, or scattered)
F = F {'r t—- wave is received. According to the two-path
= & [N model, the received power is given by
dmd , i ,
]

The relationship between the transmitted power Pt and 2 = PG hih,

) . = ity 7
the received power Pr is given b il*
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Fading

What is Fading?

Fading refers to the fluctuations in signal strength when received at the receiver

Fading depends on various factors, In fixed scenario, fading depends on atmospheric conditions such
as rainfall, lightening etc. In mobile scenario, fading depends on obstacles over the path which are
varying with respect to time. These obstacles create complex transmission effects to the transmitted

signal.
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Delay Spread

The time between the reception of the first version of the signal and the last echoed
signal is called delay spread.

The multipath propagation of the transmitted signal, which causes fast fading.

The multipath propagation of the transmitted signal, which causes fast fading, The
multiple signal paths may sometimes add constructively or sometimes
destructively at the receiver, causing a variation in the power level of the received
signal.

——— Transmitted Pulsce

U FiFrie

Received copies due to
multipath effects

Amplitude

rirrre
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Fast fading refers to the rapid fluctuations in the amplitude(Strength) over short
distance or short time period, phase, or multipath delays of the received signal, due to
the interference between multiple versions (copies) of the same transmitted signal arriving

at the receiver at s|igHt|y ditferent times

Slow fading occurs when objects that partially absorb the transmissions lie between the transmitter

and receiver.

Slow fading is so called because the duration of the fade may last for multiple seconds or minutes.
Slow fading may occur when the receiver is inside a building and the radio wave must pass through
the walls of a building, or when the receiver is temporarily shielded from the transmitter by a

building.

Slow fading is also referred to as shadow fading since the objects that cause the fade, which may
be large buildings or other structures, block the direct transmission path from the transmitter to the

receiver.
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Fading Types(Based on Doppler Spread)

Fast Fading

High Doppler spread
Coherence time <
Symbol period

Channel variations faster

than baseband signal
variations

Cleavad Eadimo
slow Fading

Low Doppler spread
Coherence time = Symbol
period

Channel variations slower
than baseband signal
variations
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Interference

Wireless transmissions have to counter interference from a wide variety of
sources. Two main forms of interference are

1. Adjacent channel interference

It case, signals in nearby frequencies have component outside their allocated
ranges. These components may interfere with on-going transmissions in the
adjacent frequencies. It can be avoided by carefully introducing guard bands2

between the allocated frequency ranges.

fedpanse Adjacent-channel interferance [AC1) :This type of
Slgnal on adjacent | Signal on adjacent

interference oocurs when the infarmation an the
~hannel channel

adjacent channel seeps into pass band of the

charnel being  transmitted, due to  which
performance of the main channel is degraded.

Edjpcsrt chanrsl nberfersncs

LT PR T P T
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Co-Channel Interference

— Conception: the interference among the signals of co-
channel cells is called co-channel interference.

— Result from : Frequency reuse

— Reduction method: co-channel cells must physically be spaced at
a minimum interval to ensure adequate isolation of
transmissions.

Adjacent Channel Interference

— Conception: The signal interference from the frequency adjacent
to that of the signal used is called adjacent channel
interference.

— Reduction method: accurate filtering and channel allocation
(maximizing channel intervals of the cell). Interval of frequency
reuse inter-cell interference, such as C/I, C/A
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Doppler Shift

The Doppler Shift 1s defined as the cEange?sEift In the frequency of the recelved

signal when the transmitter and the receiver are mobile with respect to each other.
If they are moving toward each other, then the frequency of the received signal
will be higher than that of the transmitted signal, and if they are moving away
from each other, the frequency of the signal at the receiver will be lower than

that at the transmitter.
The Doppler shift fd is given by

1
Jrr _E

where v is the relative velocity between the transmitter and receiver, and A is the
wavelength of the signal.

When the receiver or transmitter are moving, the lrequency
is shifted by AF=v/% cos(B), v is velocity and % is wave length

A %ﬁ
i i
s

-.
G E =L T L ¥ il e i the ereecd af linhs



Transmission Rate Constraints

» Two important constraints that determine the maximum rate of data transmission on a channel are
Nyquist's theorem and Shannon's theorem.
o Nyquist’s Theorem

# The signalling speed of a transmitted signal denotes the number of times per second the
signal changes its value/voltage. The number of changes per second i1s measured in terms of
barted.

# The baud rate 15 not the same as the bit rate/data rate of the signal since each signal value
may be used to convey multiple bits.

F . TheNyguist theorem gives the maximum data rate possible on a channel. If B is the
bandwidth of the channel (in Hz) and L is the number of discrete signal levels/voltage
values used, then the maximum channel capacity C according to the Nyquist theorem is
siven by

O =2xBxloga L bits/sec

 Shannon's Theorem

# MNoise level in the channel is represented by the SNE. It is the ratio of signal power (8) to
noise power (N}, specified in decibels, that is, SNR = 10 log1 O(5/N).

# Shannon was his theorem on the maximum data rate possible on a noisy channel. According
to Shannon's theorem, the maximum data rate C is given by

C = Bxlogz(l + (5/N)) bits/sec
where B 15 the bandwidth of the channel (in Hz).



Ad hoc wireless network

(.

(I Ny Ny Ny WAy W

Ad hoc is a word that originally comes from Latin and means “for this” or "for this
situation.

Multi hop wireless network

The wireless hosts in ad hoc networks, communicate with each other without the
existing of a fixed infrastructure

Decentralized control

A mobile ad-hoc network can be connected to other fixed networks or to the Internet.
Most of the Ad-Hoc networks operates in ISM band

Peer to Peer communication

Additional feature described in IEEE 802.11 as independent basic service set (IBSS)
Packed switched network

25



CELLULAR AND AD HOC WIRELESS NETWORKS ) R
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(Singh—Hog Wirsless MNotwarks) (Multi-Hop Wiretess Metwocks]

The current cellular wireless networks are classified as the infrastructure
dependent network. The path setup for a call between two nodes, say, node C to
E, is completed through base station as illustrated in figure below
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Network Topology

U Infrastructure Based wireless network

" numerous portable transceivers
communicate with each other and

. . . Wi
with fixed transceivers and telephones / sl
anywhere in the network, via base f

: Cellelsr Waselzes Netwerks | Hybeid Wircless
stations '. Ketworks
O Ad hoc wireless network / Wl

=  Mesh networks :

fully connected network -

Inlrstreciuse Dependan Aol Hise Winchess beimarks
u Sensor networks . (Single=Hop Wireless Networks) (Mufte=Hip Wircless Nwaks)

Sensors are connected via wireless to
allow large scale collection of sensor
data.
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Ad Hoc Network ok

Adhoc wireless networks are defined as a category - 'Z'r N I | -8
of wireless network that utilize multi-hop radio B ﬁ'f'-’i *jd oo I

replaying and are capable of operating without the L. & : ,_1,-5!'_'I N
support of any fixed infrastructure. .6 ' r

3 Plakale Miszc - Woarelcas Lir & - - Paihi fross C w E

Figure 5.3: An ad hoc wireless network
Absence of any central co-ordinator or base station makes the routing complex.
Adhoc wireless network topology for the cellular network shown in above figure is illustrated below.

The path setup for a call between 2 nodes, say, node C to E , is completed through the intermediate
mobile node F.

Wireless mesh network and Wireless sensor networks are specific examples of adhoc wireless networks.

The presence of base station simplifies routing and resource management in a cellular network.

But in adhoc networks, routing and resource management are done in a distributed manner in which all
nodes co-ordinate to enable communication among them.
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Cellular Networks

Ad Hoc W ireless Networks

Fisoeel innfrmastructiuare bhasexl

Infrastructiaee— le==

| Singhe-hop wirchess Links

MMulti-bop wireless hinks

Guarantesl banchwadii
{designed for vobee praffic)

Shared radio channel
{more suitable for best-effort data traffic)

et rmlimes]l ronta g

Dristrilsatecl roatiog

Clircuit-switched
{evalving towarnd packet switching)

Packet-switched
{evalving toward smulation of circwit

switching )

Seamless connectivity {low call
drops during handofis)

path breaks
dus to mobility

High cost and time of deployment

Quick and cost-effective deployment

Reuse of frequency spectrum
through peographical channel rease

YInArmic Wby DeLLse
based on carrier sense mechsssism

—

er 1o achieve time
svonchronizatiion

Time svischronization is
difficult and consumes bandwidth

Easier 10 employ bandwidth
ressrvalion

width reservation reqguires coanplesx
medium access contraol protocols

Application domains incluwde mainly
civilion and ocommerncial sectors

Application domains include battleficlds,

emergency =menrch ancd rescoee operations,
and collnborative computing

High oost o of network maintenance
[backup power source, staffing, otc. )

Self-organization and maintenance
properties are built into the network

Mobile osts are of relatively
1wy oo prlesiity

Mobile hosts require more intelligpenos
{should have a transceiver as well as

routing/switching capakbility )

Major goals of routing and
ecall admissios are Lo masximi=e che

cill acceprance ratio and minimize
thee call -d.ﬂ:ﬂ: Tl L

almn of routing is Lo Bod paths
withh minimam overhesd and also
quick reconfiguration of broken paths

Nidely deployesl and currently an the
third peneration of evolution

T Several issues are to be addressed
for suooessful commercial deployment

even though widesprend use exists in
ol e=ferppseas
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Cellular network Vs Ad hoc wireless network

Cellular network

1 Communication through base station (BS)
O Single-hop

[ Centralized management at BS

O Long-term communication

O Seamless connectivity

1 Homogeneous devices

(J Maintenance cost is high

Ad hoc wireless network

U Peer-to-peer communication
O Multi-hop, relay

[ Distributed management

( Short-term, on-the-fly

O Frequent breakup in link

J Heterogeneous devices

[ Self Organizing , maintenance
properties are within the network
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Benefits of wireless ad-hoc networks

L

Ad hoc networks do not require access points
Provide a low-cost way of direct client-to-client communication

Ad-hoc networks are easy to configure and offer an effective way to communicate
with devices nearby

Used efficiently under the condition when running cable is not feasible.
Ad-hoc networks are often secured to protect against attacks.

An ad-hoc network linking a small number of devices might be better than a regular
network with more users connected.

Self organizing

31



Disadvantages of ad hoc wireless networks

d

Devices in an ad-hoc network cannot disable Service Set Identifier(SSID)
broadcasting

Attackers can find and connect to an ad hoc device if they are within signal range

Wireless ad-hoc networks cannot bridge wired LANs or to the internet without
installing a special-purpose network gateway.

Devices can only use the internet if one of them is connected to and sharing it with
the others

Ad-hoc mode requires more system resources as the physical network layout
changes as devices are moved around

Limited wireless bandwidth
Frequent reconfiguration of network
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Major Issues in Ad hoc wireless networks

Medium access scheme

Routing

Multicasting

Transport layer protocol

Pricing scheme

Quality of service provisioning
Self-organization

Security

Energy management

Addressing and service discovery

(I Iy Iy Iy Iy Iy Iy Iy Ny My

Scalability
U Deployment considerations
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1. Medium Access Scheme

The primary responsibility of a Medium Access Control (MAC) protocol in adhoc wireless
networks is the distributed arbitration for the shared channel for transmission of packets. The major issues to
be considered in designing a MAC protocol for adhoc wireless networks are as follows:

o Distributed Operation:

» The ad hoc wireless networks need to operate in environments where no centralized
coordination is possible.

T

» The MAC protocol design should be fully distributed involving minimum control overhead.

e Synchronization:

%

» The MAC protocol design should take into account the requirement of time synchronization.

T,

# Synchronization i1s mandatory for TDMA-based systems for management of transmission
and reception slots.

o Hidden Terminals:

T

#» Hidden terminals are nodes that are hidden(or not reachable) from the sender of a data
transmission session, but are reachable to the receiver of the session.

34



Exposed terminals:

» Exposed terminals, the nodes that are in the transmission range of the sender of an on —

going session, are prevented from making a transmission.

Throughput:

Ve

Ve

Access

The MAC protocol employved in adhoc wireless networks should attempt to maximize the
throughput of the system.

The important considerations for throughput enhancement are
- Minimizing the occurrence of collisions.

- Maximizing channel utilization and

- Minimizing control overhead.

delay:

# The average delay that any packet experiences to get transmitted. The MAC protocol should
attempt to minimize the delay.
Fairness:
# Fairness refers to the ability of the MAC protocol to provide an equal share or weighted

share of the bandwidth to all competing nodes. Fairness can be either node-based or flow-
based.

Real-time Traffic support:

>

In a contention-based channel access environment, without any central coordination, with
limited bandwidth, and with location-dependent contention, supporting time- sensitive
traffic such as voice, video, and real-time data requires explicit support from the MAC
nrotocol.
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Resource reservation:

# The provisioning of QoS defined by parameters such as bandwidth, delay, and jitter requires
reservation of resources such as bandwidth, buffer space, and processing power.

Ability to measure resource availability:

# In order to handle the resources such as bandwidth efficiently and perform call admission
control based on their availability, the MAC protocol should be able to provide an
estimation of resource availability at every node. This can also be used for making cogestion
control decisions.

Capability for power control:

# The transmission power control reduces the energy consumption at the nodes, causes a
decrease in interference at neighboring nodes, and increases frequency reuse.

Adaptive rate control:

» This refers to the variation in the data bit rate achieved over a channel.

» A MAC protocol that has adaptive rate control can make use of a high data rate when the
sender and receiver are nearby & adaptively reduce the data rate as they move away from
each other.

Use of directional antennas:

# This has many advantages that include increased spectrum reuse, Reduction in interference

and Reduced power consumption.
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2. Routing

The responsibilities ofa routing protocol include exchanging the route information: finding a
feasible path to a destination. The major challenges that a routing protocol faces are as follows:

o Mobiity -

= The Mobility of nodes results in frequent path breaks, packet collisions, transient loops,
stale roumting information, and difficulty in resource reservation.

- Beanndwicdth constrainge -

= Since the channel is shared by all nodes in the broadcast region, the bandwidth available per
wireless link depends on the number of nodes & traffic they handle.

o  Frror-prone and shoared choanneld »

#» The Bit Error Rate (BER) in a wireless channel is very high [10-5 to 10 -3 ] compared to
that in its wired counterparts [ 10-12 to 10-9 ].

= Consideration of the state of the wireless link., signal-to-noise ratio, and path loss for routing
in ad hoc wireless networks can improve the efficiency of the routing protocol.

o T ocation-dependent contfention ©

> The load on the wireless channel waries with the number of nodes present

in a Fiven
ceooraphical re gion.

This makes the conmtention for the channel high when the number of nodes increases.

The high contention for the channel results in a high number of collisions & a subsegquent
wastage of bandwidth.

- Ol er resonrce Consmraines -

The constraints on resources such as computing power, battery power, and buffer storage also limit

the capability of a rouwting protocol. The major requirements of a routing protocol in adhoc wireless
networks are the following.

1. Minimum route acquisition delay 2. Ouick route reconfiguration

3. Loop-free routing 4. Dristributed routing approach

5. Minimum control overhead 6. Scalability

7. Provisioning of QoS 2. Support for time-sensitive traffic:
9

. Security and privacy
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3. Multicasting:

It plays important role in emergency search & rescue operations & in military communication.
Use of single link connectivity among the nodes in a multicast group results in a tree-shaped multicast
routing topology. Such a tree-shaped topology provides high multicast efficiency, with low packet delivery
ratio due to the frequency tree breaks. The major 1ssues in designing multicast routing protocols are as
fo llows:

o  Robustness :

# The multicast routing protocol must be able to recover & reconfigure quickly from potential
mobility- induced link breaks thus making it suitable for use in high dynamic environments.
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Efficiency :

# A multicast protocol should make a minimum number oftransmissions to deliver a data

packet to all the group members. —

Control overhead :
# The scarce bandwidth availability in ad hoc wireless networks demands minimal control
overhead for the multicast session.

Ouality of Service :
# QoS support is essential in multicast routing because, in most cases, the data transferred in
a multicast session 15 time-sensitive.

Efficient group management :
» Group management refers to the process of accepting multicast session members and
maintaining the connectivity among them until the session expires.

Scalabifity :
# The multicast routing protocol should be able to scale for a network with a large number of
node

Security :
» Authentication of session members and prevention of non-members from gaining
unauthorized information play a major role in military communications.
39



4. Transport Layer Protocol

The main objectives of the transport layer protocols include:

Setting up & maintaming end-to-end connections, Reliable end-to-end delivery of packets,
Flow control & Congestion control.

# Examples of some transport layers protocols are,

a. UDP (User Datagram Protocol) :
[t 15 an unreliable connectionless transport layer protocol. It neither performs flow
control & congestion control. It do not take into account the current network status such as

congestion at the intermediate links, the rate of collision, or other similar factors affecting
the network throughput.

b. TCP (Transmission Control Protocol):
[t 15 a reliable connection-oriented transport layer protocol. It performs flow control

& congestion control, Here performance degradation anses due to frequent path breaks,
presence of stale routing information, high channel eror rate, and frequent network

partitions.
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5. Pricing Scheme

» Assume that an optimal route from node A to node B passes through node C, & node C

not powered on.

# Thennode A will have to set up a costlier & non-optimal route to B.

# The non-optimal path consumes more resources & affects the throughput of the system.

7 As the intermediate nodes ina path that relay the data packets expend their resources such

as battery charge & computing power, they should be properly compensated.

# Hence, pricing schemes that incorporate service compensation or service reimbursement are
required.
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6. Quality of Service Provisioning (QoS)

# QoS 1s the performance level of services offered by a service provider or a network to the
user.

QoS provisioning often requires ,Negotiation between host & the network.

Resource reservation schemes.

Priority scheduling &

(Call admission control.

A G G O 4

o (oS parameters :

Applications Corresponding QoS parameter
1. Multimedia application - 1. Bandwidth & Delay
2. Mulitary application - 2.Secunty & Reliability
3. Defense application - 3.Finding trustworthy intermediate hosts & routing
4. Emergency searchand - 4 .Availability
rescue operations
5. Hybrid wireless network - 5.Maximum available link life, delay, bandwidth & channel
utilization.
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1. Self-Organization
# One very important property that an ad hoc wireless network should exhibit 1s organizing &
maintaining the network by itself.

# The major activities that an ad hoc wireless network 18 required to perform for self-
organization are, Neighbour discovery, Topology organization & Topology reorganization
(updating topology information)
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§. Security
Security 15 an important 1ssue m ad hoc wireless network as the mformation can be hacked. Atacks

agaist network are of 2 types :

|. Passive attack = Made by malicious node to obtain mformation transacted in the network
without disrupting the operation.
Il. Active attack — They disrupt the operation of network.

Further active attacks are of 2 types :

1. External attack: The active attacks that are executed by nodes outside the network.
2. Internal attack: The active attacks that are performed by nodes belonging to the same

network.

The major security threats that exist in ad hoc wireless networks are as follows :

o  Denial of service

# The attack affected by making the network resource unavailable for service to other nodes,
either by consuming the bandwidth or by overloading the system.
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Types of ad-hoc wireless networks

[ Mobile Ad hoc NEtwork (MANET)

- involves mobile devices communicating directly with one another

- a network of wireless mobile devices without an infrastructure

. self-organizing and self-configuring

- sometimes referred to as an "on-the-fly" or "spontaneous network.”

U Internet-based Mobile Ad hoc NEtworks (iMANETS)
- support internet protocols, such as TCP/IP and UDP
- iMANET employs a network-layer routing protocol to connect mobile nodes
- set up distributed routes automatically
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Types of ad-hoc wireless networks...

U Smartphone Ad hoc NEtworks (SPANs)
- employ existing hardware, such as Wi-Fi and Bluetooth

- software (protocols) used in smartphones to create peer-to-peer (P2P)
networks

- does not rely on cellular carrier networks, wireless access points or traditional
network infrastructure.

. support multihop communication
U Vehicular Ad hoc Network (VANET)
- communication between vehicles and roadside equipment

- consists of groups of moving or stationary vehicles connected by a wireless
network
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Routing Protocols in ad hoc networks

| On-demand | | Table-Driven | | Hydid | | Hierarchical | | Multipath | [ Mubticast | |T,nmim-nﬁmchmﬂl | Power- aware |

DSR DSDV ZRP CEDAR CHAMP  AMRoute LAR GeoTORA DEAR

AODV OLSR ZHLS HSR SecMR ADMR DREAM GeoGRID  Chang & Tassiulas

TORA HOLSR LANMAR Erikson etal MDR DDM GPSR DGR MEHDSR

ABR QOLSR RDMAR  H-LANMAR EE-GMR  AQM DRM GAMER.  Scoti & Bombos

SSBR WRP DST BMR DCMP Colagrosso et al ik
MNP

ARA STAR FSR TMRP CBM ALARM S

LDR CGSR HOPNET AOMDV  Lietal REGR Karayiannis &

DBR2P FZRP SMORT  QMRPCAH MER Medetts

AQOR LRHR SMR EraMobile SOLAR

DAR Bamis et al GLR

ROAM

GRP

Beraldi

LSR



Ad hoc routing protocols

! v
. Source-initiated
Table-driven praig e
v v « " v .
DSDV WRP AODV DSR LMR ABR
‘ | '
cEsR TORA  SSR
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Issues in Designing Routing Protocol for Ad hoc network

L Mobility

O Distributed operation

O Synchronization

O Hidden terminal

O Access delay

 Fairness

(J Resource reservation
 Capability of power control
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Classification of routing protocols

Routing protocols for ad-hoc wireless networks can be classified based on:

 routing information update mechanism:

Proactive, Reactive, Hybrid
 usage of temporal information (e.g. cached routes):

Past temporal, Future temporal
( usage of topology information:

Flat, Hierarchical
 usage of specific resources :

Power-aware routing
Geographical information assisted routing
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Desired Characteristics of routing protocol

(O Fault tolerant Distributed routing, thus reduced control over head

O Adaptive to frequent topology changes

 Route computation and maintenance must involve a minimum number of
1 Nodes and minimum connection setup time is desired.

O It must be localized, as global state maintenance involves a huge state

[ propagation control overhead.

O It must be loop-free and free from stale routes.
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Desired Characteristics of routing protocol ...

( The number of packet collisions must be kept to a minimum by limiting
[ the number of broadcasts made by each node.

1 Quick convergence towards optimal route

O optimal use of bandwidth, computing power, memory, and battery power.
O Every node in the network should try to store stable local topology only
O information regarding the

[ Good Quality of Service and to offer support for time-sensitive traffic.
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Routing Protocols

U Proactive protocols

= Table Driven protocol
Traditional distributed shortest path protocols
Maintain routes between every host pair at all times
Based on periodic updates; High routing overhead
Example: DSDV (destination sequenced distance vector)

[ Reactive protocols
= Determine route if and when needed
= Source initiates route discovery
»= Network topology information is not maintained
= Example: DSR (dynamic source routing)
Ad hoc On-demand Distance Vector Routing (AODV)
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Routing Protocols

1 Hybrid protocols
= Adaptive
= Combination of proactive and reactive
= Example : ZRP (zone routing protocol)

U Hierarchical protocols

= choice of proactive and of reactive routing depends on the hierarchic level in
which a node resides

= hierarchy could be based on geographical information or it could be based
on hop distance

= (Cluster Based Routing Protocol
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Challenges of routing protocols in ad hoc networks

L Movement of nodes:
= Path breaks
= Partitioning of a network
= [nability to use protocols developed for fixed network
1 Bandwidth is a scarce resource:
* [nability to have full information about topology
= Control overhead must be minimized
O Shared broadcast radio channel:
= Nodes compete for sending packets
= Collisions
U Erroneous transmission medium:
= Loss of routing packets
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Table driven protocols

(] maintain the global topology information in the form of tables at every node

[ tables are updated frequently in order to maintain consistent and accurate network
state information.

1 Common advantages and shortcoming of these protocols:
= Jow delay of route setup process: all routes are immediately available;

= high bandwidth requirements: updates due to link loss leads to high control
overhead;

= low scalability: control overhead is proportional to the number of nodes;
= high storage requirements: whole table must be in memory.
Examples
[ destination sequenced distance vector routing protocol (DSDV);
 wireless routing protocol (WRP); cluster head gateway routing protocol (CGCR).
 source-tree adaptive routing protocol (STAR); 60



Destination Sequenced Distance Vector (DSDV) routing
protocol

[ Destination-Sequenced Distance Vector (DSDV) routing protocol is a pro-active, table-
driven routing protocol for MANETSs

[ Developed by Charles E. Perkins and Pravin Bhagwat in 1994

(J Enhancement of the Bellman-Ford algorithm where each node maintains:
= the shortest path to destination
= the first node on this shortest path

[ It uses the hop count as metric in route selection

U routes to all destinations are readily available at every node at all times

[ Routing Tables are also exchanged when significant changes in local topology are
observed by a node

1 No Loop in routing

 Count to infinity problem is avoided
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Destination Sequenced Distance Vector (DSDV) routing
protocol

(J Updating of routing table can be of two types:
» jincremental updates:
take place when a node does not observe significant changes in a local topology
* full dumps:
take place when significant changes of local topology are observed;

[ The tables are exchanged between neighbors at regular intervals to keep an up-to-date
view of the network topology

[ Every node has a single entry in the routing table. The entry will have information
about the node’s IP address, last known sequence number and the hop count to reach
that node

[ the next hop neighbor to reach the destination node, the timestamp of the last update
received for that node is also available at the node
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Destination Sequenced Distance Vector (DSDV) routing
protocol...

The reconfiguration of path (used for ongoing data transfer) is done as follows:

[ the end node of the broken link sends a table update message with:
- broken link's weight assigned to infinity
. sequence number greater than the stored sequence number for that destination

( each node re-sends this message to its neighbors to propagate the broken link to the
network

d even sequence number is generated by end node, odd by all other nodes

[ Note: single link break leads to the propagation of routing table updates through the
whole network
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Destination Sequenced Distance Vector (DSDV) routing
protocol example

J When X receives information from Y about a route toZ

( Let destination sequence number for Z at X be S(X), S(Y) is sent from Y
O—> @

O If S(X) > S(Y), then X ignores the routing information received from'Y

O If S(X) = S(Y), and cost of going through Y is smaller than the route known to X,
then X sets Y as the next hop to Z

O If S(X) < S(Y), then X sets Y as the next hop to Z, and S(X) is updated to equal
S(Y)
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DSDV Table

 Sequence number originated from destination. Ensures loop freeness.
O Install Time when entry was made (used to delete stale entries from table)

[ Stable Data Pointer to a table holding information on how stable a route is. Used to
damp fluctuations in network.

Next
Destination Metric Sequence In.stall Stable Data
hop No. Time
A A 0 A-550 001000 Ptr A
B B 1 B-102 001200 Ptr B
C B 3 C-588 001200 Ptr C
D B 4 D-312 001200 Ptr D




Route Advertisements in DSDV

[ Advertise to each neighbor own routing information
*= Destination Address
= Metric = Number of Hops to Destination
= Destination Sequence Number
o0
U Rules to set sequence number information
* On each advertisement increase own destination sequence number (use only even

numbers)

» Jfanodeis no more reachable (timeout) increase sequence number of this node
by 1 (odd sequence number) and set metric = oo
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Route Selection in DSDV

U Update information is compared to own routing table

= Select route with higher destination sequence number
= Ensure to use always newest information from destination
= Select the route with better metric when sequence numbers are equal
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Route Advertisement in DSDV

Node B Broadcast
information

T

(A, 1, A-500)
(B, 0, B-102)
(C, 1, C-588)

_— =

= Node A = Node B Node C

Dest. | Next |Metric| Seq Dest. | Next |Metric| Seq Dest. | Next [Metric| Seq.
A A 0 |A-550 A A 1 |A-550 A B 5 A-550
B B 1 |B-100 B B 0 |[B-100 B B 1 B-100
C B 2 |C-588 C C 1 |C-588 C C 0 C-588
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Route Advertisement in DSDV

(A, 1, A-500) (A, 1, A-500)
(B, 0, B-102) (B, 0, B-102)
(C, 1, C-588) (C, 1, C-588)
<« ——— =
@ NodeA @ NodeB Node C
Dest. | Next |Metric| Seq Dest. | Next |Metric| Seq Dest. | Next [Metric| Seq.
A A 0 |A-550 A A 1 |A-550 A B 5 A-550
B B 1 |[B-102 B B 0 |B-102 B B 1 B-102
C B 2 |C-588 C C 1 |C-588 C C 0 C-588
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Respond to Topology Changes in DSDV

] Immediate advertisements

*= [nformation on new Routes, broken Links, metric change is immediately propagated
to neighbors

O Full/Incremental Update:

» Full Update: Send all routing information from own table

» Incremental Update: Send only entries that has changed , make it fit into one single
packet
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New Node addition using DSDV

 Node D broadcast for first time and Send Sequence number D-000

 Node C insert entry for D with sequence number D-000 ,immediately

broadcast own table

D, 0, D-000
Node A Node D
ode
Node B

® @ Node Node C —
Dest. | Next |Metric| Seq. Dest. | Next |Metric| Seq. Dest. | Next [Metric| Seq.
A A 0 |A-550 A A 1 ]A-550 A B 2 |A-550
B B 1 |B-104 B B 0 |[B-104 B B 1 |B-104
C B 2 |C-590 C C 1 ]C-590 C C 0 |[C-590
D D 1 |D-000
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New Node addition using DSDV...

@ [ o
Node A Node B Node C Node D
Dest. | Next | Hop | Seq. Dest. | Next | Hop | Seq. Dest. | Next | Hop | Seq. Dest. | Next | Hop | Seq.
A A 0 |A-550 A A 1 |A-550 A B 2 |A-550 A C 3 |A-550
B B 1 [B-104 B B 0 [B-104 B B 1 [B-104 B C 2 |B-104
C B 2 |C-590 C C 1 |C-590 C C 0 |C-592 C C 1 |C-592
D D 1 |D-000 D D 0 |D-000

(A, 2 (A, 2, A-550)
(B, 1 (B, 1, B-102)
(C, 0, C-592) (C, 0, C-592)
(D, 1, D-000) (D, 1, D-000)
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New Node addition using DSDV...

= - -
Node A Node B Node C Node D

Dest. | Next | Hop | Seq. Dest. | Next | Hop | Seq. Dest. | Next | Hop | Seq. Dest. | Next | Hop | Seq.
A A 0 |A-550 A A 1 |A-550 A B 2 |A-550 A C 3 |A-550
B B 1 [B-104 B B 0 [B-104 B B 1 [B-104 B C 2 |B-104
C B 2 |C-590 C C 1 |C-592 C C 0 |C-592 C C 1 |C-592
D C 2 |D-000 D D 1 |D-000 D D 0 |D-000

(A, 2, A-550) /\ (A, 2, A-550)

(B, 1,B-102) (B, 1, B-102)

(C, 0, C-592) (C, 0, C-592)

(D, 1, D-000) (D, 1, D-000)
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Link Break in ad hoc network

Node A Node B Node C / Node D
Dest. | Next | Hop | Seq. Dest. | Next | Hop | Seq. Dest. | Next | Hop | Seq. Dest. | Next | Hop | Seq.
A A 0 |A-550 A A 1 |A-550 A B 2 |A-550 A C 3 |A-550
B B 1 [B-104 B B 0 [B-104 B B 1 |B-104 B C 2 |B-104
C B 2 |C-590 C C 1 |C-592 C C 0 |C-592 C C 1 |C-592
D B 3 |D-100 D C 2 |D-100 D D o [D-101 D D 0 |D-101

U B does its broadcast thus no impact on C

(A, 2, A-550)
[ C has higher sequence number for destination D Eg :) : 322221
 No loop, no count to infinity on link break (D e, D-101)
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Immediate Advertisement in ad hoc network

@ @ — o
Node A Node B Node C Node D
Dest. | Next | Hop | Seq. Dest. | Next | Hop | Seq. Dest. | Next | Hop | Seq. Dest. | Next | Hop | Seq.
A A 0 |A-550 A A 1 |A-550 A B 2 |A-550 A C 3 |A-550
B B 1 [B-104 B B 0 [B-104 B B 1 [B-104 B C 2 |B-104
C B 2 |C-590 C C 1 |C-592 C C 0 |C-592 C C 1 |C-592
D D o D-101 D C o D-101 D D c© D-101 D D 0 |D-101

[ Node C detects the link break with node D

J Immediate propagation of information to node B, the from node B to node A

[ Disconnected node sequence number is changed to odd number
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Fluctuations in DSDV

e Fluctuations occurs when every time node does its broadcast and lead to unnecessary route
advertisements in the network

Node B

(D,B,10,D-102)

Node A Node D

(D,D,0,D-102)

(D,C,12,D-102)

Node C
76



On demand routing protocol

U The route is discovered only when it is required /needed.

 Process of route discovery occurs by flooding the route request packets throughout the
mobile network.

= Route Discovery:
This phase determines the most optimal path for the transmission of data packets
between the source and the destination mobile nodes

* Route Maintenance:
This phase performs the maintenance work of the route as the topology in the
mobile ad-hoc network is dynamic in nature
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Reactive Routing — Source initiated

 Source floods the network with a Route Request packet when a route is not available to

the required destination
 Flood is propagated outwards from the source
 Pure flooding = every node transmits the request only once
 Destination send the Route reply to Route Request
d Reply uses reversed path of Route Request

 sets up the forward path
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Advantages & disadvantages of Reactive routing protocol

Advantages:

=  eliminate periodic updates

= adaptive to network dynamics
Disadvantages:

= high flood-search overhead with mobility,
= distributed traffic

= high route acquisition latency
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Ad-Hoc On Demand Vector Routing protocol (AODV)

(] Reactive or On-demand routing protocol

O In AODV, the source node and the intermediate nodes store the next-hop information
corresponding to each flow for data packet transmission

 AODV supports multicasting and unicasting within a uniform framework
L Each route has a lifetime after which the route expires if it is not used
(J AODV maintains only one route between a source-destination pair

[ Routing table size is minimized by only including next hop information, not the entire
route to a destination node.

[ Sequence numbers for both destination and source are used.
J Managing the sequence number is the key to efficient routing and route maintenance
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Basic Message set of AODV

O Route Request
O Route Response
U Route Error

U hello

: “I need a route”
: “Route advertisement”
- “Withdraw route”

: “ Link status monitoring”
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Fields of Routing Table in AODV

[ Destination IP address

[ Destination Sequence Number

[ Valid Destination Sequence Number Flag
[ Other state and routing flags

O Network Interface

U Hop Count (needed to reach destination)

[ Next Hop

[ Lifetime (route expiration or deletion time)
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Route Establishment in AODV

 Uses a destination sequence number (DestSeqNum) to determine an up-to-date path
to the destination.

A node updates its path information only if the DestSeqNum of the current packet
received is greater than the last DestSeqNum stored at the node.

( A RouteRequest consist of following fields:
source identifier (SrcID),
destination identifier(DestID),
source sequence number (SrcSeqNum)
destination sequence number (DestSeqNum)
broadcast identifier (BcastID),
time to live (TTL)
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Route Establishment in AODV...

RouteRequest

RouteReply

Network
link

n..----n-n

DestSeqNum 4

84



Route Maintenance in AODV

O BcastID-SrcID pair, indicates the multiple occurrence of RouteRequest then the
duplicate copies are discarded

U If a path break is detected at an intermediate node, the node informs the end nodes
by sending an unsolicited RouteReply with the hop count set as co.

(d When a path breaks, between any two nodes both the nodes initiate RouteError
messages to inform their end nodes about the link break

O The end nodes delete the corresponding entries from their tables. The source node
reinitiates the pathfinding process with the new BcastID
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Route Maintenance in AODV

RouteRequest

RouteReply

Network
link

n..----n-n

DestSeqNum 4
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Advantages & Disadvantages of AODV

Advantages

U routes are established on demand and destination sequence numbers are used to find
the latest route to the destination

[ The connection setup delay is less
Disadvantages

O intermediate nodes can lead to inconsistent routes if the source sequence number is
very old

L multiple RouteReply packets in response to a single RouteRequest packet can lead to
heavy control overhead.

[ periodic beaconing leads to unnecessary bandwidth consumption.
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CHALLENGES
FOR WSNs
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~ Single-Node Architecture
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— Sensor Node Hardware Components
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Five main components of basic sensor node
Controller A controllemr__fto process. aII the relevant data Capable of
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. Power consumption and energy efficiency:

Energy efficiency is the energy required to
transmit and receive a single bit.
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3.Carrier frequency and multlple channels
Transcelvers are avallable for dlfferent carrier frequencies
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RF front end
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~ Transceiver Operational States
Many transceivers can distinguish four
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Advanced Radio Concepts
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Energy Consumption of Sensor Nodes

.and depending on type, the sensors.
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For discussion, let us assume that the desired transmission power Ptx is
known

P;uup = Gamp + JB:mePT_\c- (2.4) _“

% where Ceamp and famp are constants depending on process technology and amplifier architecture [559]. P30

......

As an example, MIN and CHANDRAKASAN [563] report, for the gt AMPS-1 nodes, agpp = 174 mW

and Bamp = 5.0. Accordingly. the efficiency of the power amplifier npa for Py = 0 dBm = 1 mW
radiated power is given by

......

Nps = Poe _ _1 mwW _ =~ (.55 %.
e e Pamp 174 mW + 5.0 1 mW s e

................
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In-addition to the amplifier, other circuitry has to be powered up during transmission as well,
for example, baseband processors. This power is referred to as PtxElec

The energy to transmit a packet n-bits long (including all headers) then depends on how long it
"""""" ;. stakes to send the packet determmed by the nommal bitrateR-and:the: Codmg rate Rcode; and QT
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The sink is the common destination of all data collected by nodes in the
network in case of convergecast data profile. The smk can be a gateway
betweent e WSNiand pth"'r.i.kmg of networks: i
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Basic scenarios: Wireless Sensor Networks =

= e

e Sensor network scenarios
Sources: A source is any entity in the network that can provide information, that is, typically a

Three types of sinks in a very

amgunts-of data
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Single-hop vs. multi-hop networks

_-_-_-_-_-~--the simple; direct communication- between souree-and sinkeis. not alwa;ys p0331ble




“WSN: Multiple sinks, multiple sources

--_'_._,-r
= s Y e e o

= T — .-.-'_'_'_FH‘-

_".1.

3.1.3 Multiple sinks and sources

So far, only networks with a single source and a single sink have been illustrated. In many cases,
there are multiple sources and/or multiple sinks present. In the most challenging case. multiple
sources should send information to multiple sinks., where either all or some of the information has
to reach all or some of the sinks. Figure 3.3 illustrates these combinations.



D Iffe rentsources’of mobility—=

“WSN Node mobility
The wireless sensor nodes themselves can be mobile. In the face of node mobility, the
network has to reorganlze 1tself frequently enough to be
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Different sources of mobility

WSN Event mobility




Optimization goals and
" figures of merit
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